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Abstract3, 4

This paper reports on an analysis of a data set comprising Indian
quarterly data for overall GDP, Manufacturing GDP and Services
GDP for the period January 2006 to July 2014 and the
corresponding monthly data on PMI and its 18 components. The
objective is to see whether and how the PMIs are related to
quarterly growth rate of overall GDP and its chosen components.
A MIDAS type regression model is specified in which quarterly
GDP growth is related to values of PMI variable(s) of the three
months forming the quarter, but there is no autoregressive terms.
Because of the small sample size of the data set (only 36
quarterly observations), the time series properties of the variables,
if any, are ignored and the regression equation is treated as a
cross-sectional regression and estimated by OLS method. The
results show that when seasonality of quarterly GDP growth is duly
controlled by using quarter dummies, then PMI and its
components are significantly correlated with quarterly GDP growth.
This is a major finding of this study. Interestingly, the estimated
regression equations are seen to perform much better for services
GDP growth and overall GDP growth compared to manufacturing
GDP growth.
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1. Introduction

Compilation of Purchasing Managers’ Index (PMI) was started by
the US National Association of Purchasing Management (NAPM)
(later named Institute for Supply Management (ISM)) in 1931. In
that year NAPM began its monthly survey of member companies
on changes in various aspects of business activity relating to
manufacturing and using that survey data began compiling
monthly indices of different aspects of business activity for the
manufacturing sector. In 1980, Theodore Torda of US Department
of Commerce introduced the PMI as an equally weighted average
of seasonally adjusted diffusion index for five aspects of
manufacturing business – viz., new orders, production,
employment, supplier deliveries and inventories. PMI and the
constituent sub-indices, being diffusion indices, would indicated if
the corresponding activity in the current month was better,
unchanged or worse compared to the previous month. Following
basically the ISM procedure, PMI is now being compiled for over
30 countries. Markit, a global financial information services
company, compiles PMI for most of these countries. For India
monthly PMI for the manufacturing and the services sector are
available from April 2005 and December 2005, respectively.

Today PMI is recognised as a significant indicator of the
concerned country’s economic activity. It is known to be able to
influence financial market movements. PMI and its constituent
sub-indices are also found to be effective instruments for tracking
and predicting temporal changes of overall and component GDP.
For example, for the US, Koenig (2002) notes that the PMI is not
only a valuable tool for tracking the manufacturing sector output,
it also conveys useful information about real GDP growth. For the
euro area and constituent economies, Lombardi and Maier (2011)
remark “the parsimonious PMI model provides a ‘low tech’, fairly
accurate way of projecting GDP for both the euro area and
national economies,..…..” They also mention that compared to
other models, a PMI-based model is simpler to estimate and can
be updated once a month. In the context of a forecasting exercise
for the global economy, Rossiter (2010) notes that the addition of
PMI to the forecasting model generally improves forecasts, in
some cases considerably. For global output, each additional
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month of PMI data reduces the forecast RMSE (relative to the
benchmarks) with the largest improvement coming from the first
month’s PMI release. … Overall, the models that include the PMI
data outperform the benchmarks during this period of high
economic volatility5. Lahiri and Monokroussos (2011), in their
examination of the GDP growth forecasting ability of the PMI data
for the US economy, note that both manufacturing and non-
manufacturing PMI indices are helpful in improving the GDP
growth forecast.

PMI survey is relatively new for India. Manufacturing PMI and
Services PMI are being compiled for India and as already
mentioned, these are available from April 2005 and December
2005, respectively. Manufacturing PMI has 11 sub-indices – viz.,
Output Index (M_OUT), New Order Index (M_NORD), New Export
Order Index (M_NEXORD), Backlog of Works Index (M_BACKL),
Finished Goods Stock Index (M_FG), Employment Index
(M_EMP), Output Price Index (M_OUTP), Input Price Index
(M_INPP), Suppliers’ Delivery Time Index (M_SDT), Quantity
Purchased Index (M_QP) and Stock of Items Purchase Index
(M_SP)6. The overall Manufacturing PMI (M_PMI) is derived as a
weighted average of M_OUT (0.25), M_NORD (0.30), M_EMP
(0.20), reciprocal of M_SDT (0.15) and M_SP (0.10)7.Seven sub-
indices of the Services PMI are Business Activity Index (S_BA),
New Business Index (S_NB), Outstanding Business Index
(S_OB), Employment Index (S_EMP), Price Change Index
(S_PRICE), Input Price Index (S_INPP) and Business
Expectation Index (S_BEXP).

As the available literature on Indian studies shows, there are only
a few studies that examine usefulness of PMI as indicator of GDP
growth. Bose (2015), in her study of the PMI and GDP growth
relationship for India, tried to explain quarterly GDP growth in
terms of two different regression model specifications. In the first
specification quarterly GDP growth is sought to be explained in
terms of its one quarter lagged value and PMI for the three
months constituting the current quarter. In the other specification
the three month-specific PMIs are replaced by quarterly average
of Index of Industrial Production and PMI. Following her
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conclusion, PMI data serves the purpose of providing some
additional information on current quarterly GDP growth over that
embedded in its own past values and other available higher
frequency official indicators like the IIP growth rates. The low
explanatory power of the fitted models was however a major
concern of her. Bhattacharya et al (2011) on the other hand
conclude “As to the PMI survey, we find that despite its
timeliness, it does not improve the nowcasting of the benchmark
AR and Naive models. These findings are in stark contrast with
those found in developed countries, where survey dynamics are
largely consistent with the one recorded by the official GDP
growth rate. This peculiarity may arise from a marked difference
in coverage in the reference sample of firms underlying the GDP
figures calculated by the CSO (especially for industry and private
services) and the ones considered both by the RBI and the PMI
surveys.”

In this paper we try to examine carefully the available data set
comprising quarterly growth of manufacturing GDP, services GDP,
Overall GDP and monthly values of manufacturing PMI and the
eighteen sub-indices of manufacturing and services PMI listed
earlier. Our objective is to find out if any robust regression
relationship relating quarterly GDP growth with (subset of) PMI
variables can be identified that may be used for obtaining
quarterly GDP forecast. In what follows, in Section 2, we describe
the method of data analysis that we have followed; in Section 3,
we discuss the results that we have obtained, and finally, in
Section 4, we draw some concluding observations.

2. Method of Data Analysis

Our data set is essentially a time series data set comprising
observed values of three quarterly growth rate variables8 (viz.,
growth rate of manufacturing GDP (RGMFG), growth rate of
services GDP (RGSER) and growth rate of overall GDP (RGGDP))
and monthly values of the already mentioned 12 PMI variables for
the sample period January 2006 to. July 2014. Since all the
regression equations that we have estimated in this exercise have
a quarterly GDP growth rate variable as the dependent variable,
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the sample size is 34 (quarterly) obser-vations. Although all our
variables are time-suffixed variables, because of this small sample
size we have ignored the possible time series econometric issues
in our regression analysis.

The data analysis strategy that we have used is as follows:

Step 1. Factor Analysis: Since the 19 PMI variables are likely to
be correlated, we perform an exploratory factor analysis to see
how these variables are related to the underlying factors. The
varimax rotation method detects 8 statistically significant factors
for these 19 PMI variables. The estimated factor pattern matrix is
given in Table 1 at the end of the paper. The pattern of
correspondence between the PMI variables and factors as
suggested by the pattern matrix is as follows:

(1) The set of 8 variables M_PMI, M_OUT, M_NORD, M_QP,
M_SP, S_BA, S_NB and S_EMP are strongly correlated
with factor 1;

(2) The variables S_PRICE is strongly correlated with factor 29;

(3) The variable M_EMP is strongly correlated with factor 4,

(4) The variable M_SDT is strongly correlated with factor 5.

(5) No clear correspondence with factors is found for the
remaining PMI variables (viz., M_NEXORD, M_BACKL,
M_FG, S_OB, S_INPP and S_BEXP). For this reason,
these variables are left out in rest of the exercise.

Step 2. Regression Analysis

Step 1 results help us to delimit the set of PMI variables that
should be tried as possible explanatory variables of the regression
equations for individual quarterly GDP growth rate variables. It
may be noted that whereas the 8 variables related to factor1 are
likely to be highly correlated among themselves, each of them is
supposed to be weakly correlated with each of the variables
related to factor 2, factor 4 and factor 5, respectively. This leads
us to choose the following strategy for regression analysis –
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Suppose

y : quarterly GDP growth;

x11, x12, ..., x18 : PMI variables related to factor 110;

x2 : PMI variable related factor 2;

x4 : PMI variable related factor 4; and

x5 : PMI variable related factor 5.

First, we regress y on one of the first category explanatory
variables x11, x12, ..., x18 – say, x11. If x11 turns out to be significant,
we add the second category variable x2 as the second
explanatory variable to the regression equation and check if the
result improves. If the result improves, we retain x2 and next add
to the regression equation the next second category explanatory
variable x4 as the third explanatory variable, else drop x2 and
add x4. In the same manner in the next stage x5 is tried as an
explanatory variable. This process is repeated for each of the 8
first category explanatory variables.

Next, the specification of the regression equation is explained,
Denote

:100
1

1 ×−=
−

−

t

tt
t Y

YYy  per cent growth rate of GDP for quarter t

over that for quarter t-1;

xt(1), xt(2), xt(3) : values of a PMI variable chosen as regressor for
the first, second and last month of quarter t, respectively. For
example, if t denotes the January – March quarter of a year,
xt(1), xt(2), xt(3) will be values of the PMI variable x for the months
January, February, March of the January – March quarter. Note
that (1) depending on their statistical significance, all or some or
none of xt(1), xt(2), xt(3) may appear in the regression equation
and (2) if more than one PMI variables are chosen as explanatory
variables, for each chosen explanatory variable at most three
regressors may get added to the set of regressors.
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D1, D2, D3: Seasonal dummy variables for April – June, July –
September and October–December quarter, respectively11.

The regression equation is of the form

t
j

K

k j
jtkjkjjt xDy εβδβ  

= = =

+++=
3

1 1

3

1
)(0

where εt is the equation disturbance term. The following point
may be noted about this specified regression equation. In its
form, this specification belongs to Mixed Data Sampling
Regression Models (MIDAS) of Ghysels et al. (2004), because
the regression contains time series data sampled at quarterly and
monthly frequencies together. However, unlike the general
specification of a MIDAS regression equation, it does not contain
any autoregressive term of yt or xkt(j)’s. It should be mentioned
here that possible time series econometric features of the
specified regression equation have been ignored altogether
because of the very small sample size of the available quarterly
data set. Note however that even if a larger quarterly data set is
available, since the data generating processes underlying yt and
xkt(j)’s are likely to be stationary processes, issues like co-
integrability of the set of variables etc. may not be relevant. Thus
for all practical purposes these equations may be treated as
cross-sectional regression equations.

3. Regression Results

Following the strategy described above, we have estimated by
Ordinary Least Squares (OLS) method a large number of
regression equations having RGMFG, RGSER  and RGGDP as
the dependent variable. In each case, robust standard errors of
estimated regression coefficients are obtained  along with a
number of regression diagnostics measures.  The regression
diagnostics measures calculated are R2  and R

–2, Shapiro-Wilks
V statistic of test of normality of the regression disturbance term
(SW(V)), skewness-kurtosis test statistic SK, Cameron-Trivedi’s
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IM test statistic for heteroscedasticity (IMH) and for skewness
(IMS) and finally Ramsey’s misspecification test statistics
relating to functional form and omission of explanatory variables
(Link and OV). To check robustness of these regression
equations estimated from a not so large data set, we have also
performed bootstrapping type of exercise on a selective basis.
The results indicate robustness of the estimated regression
equations.

Out of a large number of estimated regression equations, we have
selected some for presentation in the paper. These are given in
Tables 2 – 8 at the end of the paper. Each table presents
estimated regression equations for the three dependent variables
RGMFG, RGSER and RGGDP which have one of the first
category explanatory variables as the principal explanatory
variable. For each set of selected explanatory variables, the
estimated regression equations for the three dependent variables
are given in a row to facilitate comparison. In each table, for each
estimated regression equation reported, the regression diagnostic
measures are given in the last 4 columns of the table. The t-ratio
of estimated regression coefficients are given just below the
estimated coefficients and p-value of a reported diagnostic
statistic is given in parentheses next to it.

We next make a few overall observations based on the simple
regression results we have presented here.

(a) Since the quarterly growth rates are calculated from GDP
data which are not seasonally adjusted and there is a fair
amount of systematic seasonal component in quarterly
movement of real GDP, in all the estimated regression
equations the three quarterly seasonal dummy variables
are highly significant. In fact, it appears that these dummy
variables are the leading explanatory factors of quarterly
GDP growth variation.

(b) Given a set of explanatory variables, the estimated
equations for RGSER and RGGDP have much higher (say
not less than 0.95) R2 and R

–2 values compared to those of
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the RGMFG (which are mostly around 0.70). This tends to
suggest that in the present case of Indian GDP data, the
PMI variables explain temporal variation of services and
overall GDP better than that of manufacturing GDP.
Interestingly, here out of the 11 PMI variables used, 7 relate
to the change in the manufacturing sector of the economy!

(c) As per our regression analysis strategy, all the three
monthly values of a PMI variable are first included as
explanatory variables in a regression equation.  Barring a
very few exceptions, it is found that all the three monthly
values of a PMI fail to be statistically significant
explanatory variables together – in most cases, two of
these (e.g., those for the first and the last month of the
given quarter) turn out significant. This is not unexpected
since the quarterly data on the set of three variables
relating to a PMI variable, say, xkt(1), xkt(2), xkt(3), may be
correlated.

(d) It is observed that in all the estimated regression equations
presented in Tables 2 – 8 whereas the estimated
regression coefficient of xkt(1) (being the first-month value
of the leading first category explanatory variable of the
equation) is positive, the corresponding coefficient of xkt(2)
and/or xkt(3) is negative.

(e) As regards the results on regression diagnostics, the
Shapiro-Wilks test rejects the null hypothesis of normality
of the regression disturbance term in 37 out of 49 cases
(the SK test of normality, however, gets rejected in far fewer
cases). The other diagnostic tests relating to hetero-
scedasticity of regression disturbance term and
misspecification of the regression equation do not get
much rejection.

4. Concluding Observations

Short run macro-economic policy formulation requires information
on GDP. Release of current GDP estimates generally involves
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time lag, which is often substantial for many countries. This calls
for short run GDP forecast a quarter or a few quarters ahead.
Popular short run quarterly GDP (or GDP change) forecasting
techniques are broadly of two types – (a) naïve forecasting based
on univariate time series models like AR model etc. of GDP and
(b) forecast based on models that use high frequency indicators
of quarterly GDP available with much shorter lag. These latter
models can broadly be of three types, viz.

(i) Bridge models which relate quarterly average of monthly
indicators (explanatory variables) of GDP or its component
to quarterly growth of GDP or its components (see
Barhoumi et al., 2012);

(ii) Dynamic factor models which extract a relatively small
number of factors out of a data set on a large number of
collinear indicators of GDP or its component (that may
constitute a  mixed frequency data set) and estimate
forecast equation for quarterly GDP or component in terms
of chosen factors (see Sargent and Sims, 1977; Stock and
Watson, 1991; Giannone et al., 2008); and finally

(iii) Mixed Data Sampling (MIDAS) models which directly
incorporate high frequency indicator variable(s) as
explanatory variables in to the forecast equation along with
lagged quarterly GDP or component variables (Ghysels et
al., 2004). Needless to mention, a MIDAS model can
encompass a wide variety of temporal patterns of
movement of quarterly GDP changes.

How would the exercise reported in this paper fit into the literature
on quarterly GDP forecasting and what message would this give
to practitioners of GDP forecasting, particularly those in India?

The substantive observations that one may draw from these
results are perhaps that

(i) Whatever may be the shortcomings of PMI survey for India
(e.g., small sample size, coverage of firms belonging to the
organised industry sector of the economy alone, non-
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representative and unbalanced sample of firms and so), the
results clearly indicate that PMI and many of its
components correlate rather well with GDP change – of
services GDP and overall GDP, more specifically. It is
somewhat surprising that the results obtained for
manufacturing GDP are systematically worse!

(ii) As our results suggest, PMI and its leading components
(i.e., those related to factor 1) show more or less similar
strength of correlation with GDP change such that one may
possibly choose any one of the leading PMI explanatory
variables and use that as the primary indicator of GDP
change. Of course, one may find and use additional
secondary indicator(s) out of the second category PMI
variables which relate to factor 2, factor 4 or factor 5.

(iii) A regression model specified as a cross-sectional model
and estimated on the basis of a data set which comprises
data on essentially time series variables, ignoring the time
series properties of the variables (like we have done here)
cannot be advisable. From this point of view it is not clear
if one should make use of the kind of regression equations
estimated here for forecasting purpose. As already
mentioned, the regression equation we have specified here
is a special case of the MIDAS model, as it does not
include any autoregressive term for neither GDP change
nor the explanatory PMI variables. When the PMI data have
accumulate enough over time such that time series
features can be meaningfully modelled and examined,  the
possibility of building proper forecast model for GDP
change based on PMI data should be explored.

Notes

3. Data analysis help rendered by Ms. Poulomi Lahiri is gratefully
acknowledged.

4. Views expressed in this paper are those of the authors and do
not necessarily reflect the views of the institutions with which
they are affiliated.

5. This comment relates to the forecast of GDP for the recent great
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depression period, in particular, 2008Q4 to 2009Q2).

6. The abbreviated index names are in parentheses. These are
used as variable names in the later part of this paper.

7. Figures in parentheses are the weights.

8. These are quarterly growth rates of GDP at factor cost at
constant prices, (Base: 2004-05).

9. Two more PMI variables M_OUTP and M_INPP also fall under
this category. However we have missed out these two possible
secondary explanatory variables in our regression exercise. This
omission will be taken care of when we revise this paper.

10. Since this set of PMI variables are related to factor 1, which
accounts for the largest part of the observed variation of all PMI
variables together, in what follows we refer to them as the first
category explanatory variables and the PMI variables related to
factor 2, factor 4 and factor 5 are referred to as the second
category explanatory variables.

11. Data on quarterly GDP growth rate, being derived from
seasonally unadjusted real GDP, have seasonal variations and
hence use of these seasonal dummy variables become
necessary.
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